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This paper estimates a dynamic common factor model to assess relative importance
of the aggregate and the sector-specific factors that determine changes in the prices
of individual products. It also examines how aggregate price changes are affected
by these factors. Two different specifications of the model are estimated: the base-
line model with one aggregate factor, and a second specification with two aggregate
factors. In the one-actor model, the aggregate factor contributes little to the move-
ments of changes in prices, mostly of nondurable goods whereas it seems to have
important contributions to the movements of changes in prices of commodity groups
mainly used as intermediate or capital goods. In the specification with two aggregate
factors, the additional factor has significant effects on changes in prices of ‘farm
products’ and ‘processed foods and feeds’ only. Forecast-error variance decomposi-
tions of both aggregate and disaggregate price changes suggest that sectoral factors
account for most of the variability at short horizons while the contributions of the
aggregate factors increase as the time horizon lengthens. The results also show
that sectoral factors are not only important for relative price changes but also
have significant impact on aggregate inflation. The estimated common factors
have statistically significant correlations with money growth and changes in the
unemployment rate.

I . INTRODUCTION

The existence of a positive correlation between inflation

and relative price variability is one empirical regularity

that evoked immense interests among the economists in

the last quarter of the 20th century. Although this was

observed by Mills (1927) and Graham (1930) much earlier,

it received little attention until the mid-1970s when Vining

and Elwertowski (1976) re-examined this relationship.

Interestingly, the publication of their work coincided with

the aftermath of the high and extremely volatile inflation of

the early 1970s, which many economists blamed on so-

called ‘supply shocks’1 (Blinder, 1982). These supply

shocks were typically associated with increases in the rela-

tive prices, such as food and energy prices. The debates and

discussions of that period brought to the fore the impor-

tance of relative price changes. One stream of the literature

that attempts to explain the relationship between inflation

and relative price variability focuses on the sources of rela-

tive price changes. For example, using a multisectoral sup-

ply-and-demand model that fits the misperceptions model

framework of Lucas (1973) and Parks (1978) show that

changes in real income and unanticipated inflation explain

a large part of relative price variance. Hercowitz (1981)

1One notable exception is Barsky and Kilian (2002), who argue that Fed’s expansionary monetary policy bears much of the blame for the
stagflation of the 1970s.
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further extends the misperceptions models of Lucas (1973)
and Barro (1976) to show that unanticipated money
growth is responsible for the rise in relative price dis-
persion, which is inflationary. More recently, Ball and
Mankiw (1995) argue that the existence of menu costs faced
by firms in adjusting prices gives rise to relative price
changes, which in turn leads to aggregate inflation. Using
a multisector flexible price general equilibriummodel, Balke
and Wynne (2000), on the other hand, argue that sectoral
technology shocks can lead to relative price changes and
aggregate inflation. In a recent study that examines the
relationship between sectoral price changes and output
growth in the USA, Balke and Nath (2003) further
argue that sector-specific factors such as sectoral technol-
ogy or sectoral autonomous expenditures, change supply
and demand conditions across sectors in such a way
that they may cause relative prices to change and these
changes can have significant impact on the aggregate
price changes.

Among the purely empirical works, Fischer (1981) uses
quarterly data for the USA from 1948 to 1980, to show
that both aggregate monetary shocks and sectoral
shocks such as food and energy shocks could be important
sources of relative price variability and aggregate inflation.
Loungani and Swagel (1995) use a panel VAR method-
ology applied to data for 13 OECD countries and reach
similar conclusions. Debelle and Lamont (1997), on the
other hand, use panel data from major cities in the USA
to show the robustness of the relationship between inflation
and price variability across regions and over time. Their
results show that this relationship is at least partly
explained by non-monetary disaggregate shocks.

This literature, of which we have discussed a select few,
makes two points. First, the factors affecting individual
price changes could be of two types: aggregate factors that
affect all prices in the economy and sector-specific factors
that affect a single price. The underlying disturbances to
these factors drive the fluctuations in individual product
prices, which may have important consequences for the
distribution of relative price changes. Second, a section of
this literature also indicates that sector-specific factors may
have significant impact on aggregate price changes. Note
that the classical view on this issue is that sectoral devel-
opments lead to changes in relative prices but do not affect
the aggregate price level. According to this view, a rise in
price in one market would be accommodated by decline of
prices in other markets for a given stock of money
(Friedman, 1975).

The main purpose of this paper is to assess relative
importance of the aggregate and the sector-specific factors
that affect individual price changes. It also examines
whether the sector-specific factors have any significant
impact on aggregate price changes. A dynamic common
factor model analogous to that of Stock and Watson
(1991), is used to calculate contributions of aggregate

and sectoral factors to price changes for a broad cross-
section of prices. The advantage of this model is that we
do not have to subscribe to any particular theory of price
changes. Since there is no unique set of factors affecting
price changes that the economists have agreed upon, and
our goal is to examine the importance of two broad cate-
gories of factors, namely, aggregate factors and sector-
specific factors, this methodology seems to be appropriate
to use. In a nutshell, a dynamic common factor model
picks the effects of the aggregate factor(s) from the
comovements of different prices along with its (their)
underlying dynamics. This kind of model has been used
in the price behaviour literature, but in a different context.
For example, Bryan and Cecchetti (1993) use similar
model to decompose individual price changes into a com-
mon inflation component (core inflation) and an idiosyn-
cratic relative price change component. In this paper, on
the other hand, individual price changes are decomposed
into a component that reflects the effects of aggregate
factor(s), and a component that reflects the effects of an
idiosyncratic factor under a very general assumption that
relative price changes may result from both aggregate and
disaggregate factors. Thus this analysis encompasses a
broad spectrum of possible theoretical explanations of
relative price changes.

We report detailed parameter estimates for two specifi-
cations of the model: the baseline model with one com-
mon (aggregate) factor and the second with two common
factors. The aim of the second specification is to evaluate
the possibility of more than one aggregate factor that may
affect price changes. In fact, evidence in support of more
than one aggregate factor is found. The results show that
in most cases aggregate factors contribute little to the
movements of price changes particularly for nondurable
goods. Forecast-error variance decompositions of both
aggregate and disaggregate price changes suggest that sec-
toral factors account for most of the variability at short
forecast horizons while the contributions of the aggregate
factor(s) increase as the time horizon lengthens. Sector-
specific factors have significant impact on aggregate infla-
tion as well. The estimated aggregate factors seem to
reflect money growth and changes in the unemployment
rate.

The rest of the paper is organized as follows. Section II
discusses some basic summary statistics of price changes
and the principal component analysis results that shed
light on the sources of individual price changes. Section
III describes a dynamic common factor model of price
changes. Section IV discusses the data and presents the
main empirical results. Section V examines if the empirical
results support the view that sector-specific factors have
significant impact on aggregate inflation. Section VI
makes an attempt to give economic interpretation of the
estimated common factors. Section VII summarizes this
paper.
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II . WHAT DO WE LEARN ABOUT SOURCES
OF PRICE CHANGES FROM BASIC
STATISTICS?

This section presents some basic summary statistics of price

changes and conduct principal component analysis to shed

lights on the nature of various factors that might cause

changes in the prices of individual products. The aim is

to provide some intuition as to the sources of price

changes, and to explain the motivation behind the analysis

in subsequent sections.

Monthly data on producer price index2 (PPI hereafter)

are used for 15 major commodity groups, for a period from

January 1947 to January 2000. These are two-digit com-

modity groups covering agriculture, forestry, mining and

manufacturing – as defined by the Bureau of Labor

Statistics (BLS). The data have been extracted from the

ftp site for Producer Price Index maintained by the BLS.

Table 1 presents some of the summary statistics of

monthly price changes for the 15 commodity groups.

Price changes are calculated as the differences in natural

logarithms of monthly PPIs. In column 1, the average price

changes for each of the commodity groups over the sample

period are reported. Column 2 presents the standard devia-

tion of monthly price changes, and column 3 presents the

mean pairwise cross-correlations averaged over the com-

modity groups, for each commodity group. As one can

see from column 3, for more than half of the commodity

groups, there is a fair amount of cross-sectional correlation

(i.e. comovement). This comovement can be interpreted as

evidence of a common disturbance. It is interesting to note

that except for ‘transportation equipment’ and ‘miscella-

neous products’, commodity groups having smaller average

pair-wise correlations, also have larger standard deviation

of price changes (see column 2). For these commodity

groups sectoral disturbances may be more important.

However, these statistics would not tell one whether the

aggregate disturbance comes from a single factor or more

than one such factor. We therefore resort to principal com-

ponent analysis. As can be seen from Table 2, the contri-

butions of principal components vary across commodity

groups. The contributions of the two largest components

are highly asymmetric across commodity groups. In com-

parison, however, the third and the fourth component have

somewhat uniform contributions across a large number

of commodity groups. This analysis suggests that there

could be more than one aggregate factor that affects

price changes. Also, some of the price changes may be

driven by sector-specific factors. However, this simple anal-
ysis will not capture the underlying dynamics of aggregate
and sector-specific factors. We now, therefore, turn to a
much richer class of models: dynamic common factor
model.

III . A DYNAMIC COMMON FACTOR
MODEL FOR PRICE CHANGES

Consider the following model in which a change in the
individual price is assumed to be affected by one or more
aggregate common factor and a sector-specific factor which

2Although the Consumer Price Index (CPI) or the Personal Consumption Expenditure (PCE) Implicit Deflator has broader coverage of
both goods and services––as opposed to PPI that includes goods only – and are more important from the monetary policy perspective,
the reasons for using PPI in this paper are two-fold: first, to include the prices of capital goods which are not covered in previous studies
(Bryan and Cecchetti, 1993) that consider consumer prices only. Secondly, previous research (Balke and Nath, 2003) indicates that prices
of different types of goods such as consumption goods, capital goods etc., have interestingly different dynamics in terms of the effects of
aggregate and sectoral shocks on price changes.

Table 1. Summary statistics of price changes (monthly: February
1947 – January 2000)

Commodity groups Mean
Standard
deviation

Average
pairwise
correlation

Farm products 0.13 2.20 0.14
(0.19)

Processed foods and feeds 0.22 1.19 0.20
(0.18)

Textile products and apparel 0.14 0.53 0.32
(0.14)

Hides, skins, leather 0.26 1.17 0.16
(0.09)

Fuels and related products 0.37 2.01 0.16
(0.11)

Chemicals and allied 0.24 0.79 0.36
(0.20)

Rubber and plastic products 0.22 0.94 0.29
(0.16)

Lumber and wood products 0.31 1.32 0.09
(0.09)

Pulp, paper, and allied product 0.31 0.67 0.35
(0.19)

Metals and metal products 0.31 0.72 0.33
(0.16)

Machinery and equipment 0.30 0.44 0.36
(0.22)

Furniture and household 0.20 0.35 0.38
(0.19)

Nonmetallic mineral 0.31 0.47 0.32
(0.18)

Transportation equipment 0.26 0.64 0.15
(0.11)

Miscellaneous products 0.29 0.78 0.18
(0.12)

Note: In Column 4, the numbers in the parentheses are the stan-
dard deviation of the pairwise correlations across commodity
groups.
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we will also refer to as ‘idiosyncratic factor’. These factors
are unobserved and are assumed to have linear stochastic
structures. Thus, one can write a model for price change of
the following form:

pit ¼ �i þ �iCt þ uit ð1Þ

where pit is the change in price of good i in period t, Ct is an
m� 1 vector of the aggregate common factors in period t
and uit is the idiosyncratic factor affecting good i in period
t, where i¼ 1, 2, . . . n. � i is a 1�m vector of parameters to
be estimated. Note that these variables are included in the
model in terms of changes in order to formulate the model
in stationary form. Ct and uit are assumed to be generated
by the following AR processes:

Ct ¼
Xp
j¼1

’jCt�j þ �t ð2Þ

uit ¼
Xq
k¼1

�ikuit�k þ "it ð3Þ

Equation 3 can be written as:

uit ¼ ð1� �iðLÞÞ
�1"it ð4Þ

where �i(L) is a scalar lag polynomial of order q .
Substitution into Equation 1 and algebraic manipulation
yield:

pit ¼ �i þ �iðLÞpit þ ð1� �iðLÞÞ�iCt þ "it ð5Þ

where �i¼ �i(1� �i(L)). This model can be written in state
space form.3 The observation Equation 5 in vector and
matrix notation can be written as

Yt ¼ AXt þHSt þWt ð6Þ

where

Yt ¼ ðp1t, p2t, . . . , pntÞ
0

A ¼

�1

..

.

�n

�11 � � � 0

..

. . .
. ..

.

0 � � � �n1

. .
.

�1q � � � 0

..

. . .
. ..

.

0 � � � �nq

0
BB@

1
CCA

Xt ¼ ð1,Y 0
t�1, . . . ,Y

0
t�qÞ

0

H ¼ ð�1 � � � �m � l1, 1 � � � � l1,m . . .

� lmaxð p�1, qÞ, 1 � � � � lmaxð p�1, qÞ,mÞ

where

�k ¼

�1k
..
.

�nk

0
B@

1
CA, lj,k ¼

�1j � � � 0

..

. . .
. ..

.

0 � � � �nj

0
B@

1
CA

�1k
..
.

�nk

0
B@

1
CA for j¼ 1,2, . . . ,q

and

lj, k ¼

0

..

.

0

0
B@

1
CA for j ¼ qþ 1, . . . , p� 1 if p� 1 >q and

k ¼ 1, 2, . . .m

St ¼ ðC1, t, . . .Cm, t, C1, t�1, . . .Cm, t�1, . . . ,

C1, t�ð p�1Þ, . . .Cm, t�ð p�1ÞÞ
0

and

Wt ¼ ð"1t, "2t, . . . , "ntÞ
0
� Nð0,RÞ

3 For a discussion see Hamilton (1994) and Harvey (1989).

Table 2. Contributions of largest principal components to total variance

Principal components

Commodity groups 1 2 3 4 5

Farm products 93.64 2.81 1.77 0.25 0.00
Processed foods and feeds 71.30 0.27 0.77 2.77 0.35
Textile products and apparel 9.53 7.55 24.04 3.20 0.36
Hides, skins, leather 7.62 0.15 33.83 1.57 56.46
Fuels and related products 1.94 92.95 2.79 1.94 0.34
Chemicals and allied 7.35 19.21 9.43 29.44 3.17
Rubber and plastic products 4.27 7.91 25.11 16.21 8.11
Lumber and wood products 5.51 0.03 46.53 42.55 4.64
Pulp, paper, and allied product 5.69 12.11 17.11 21.87 3.38
Metals and metal products 4.30 14.67 16.72 11.83 3.64
Machinery and equipment 2.85 11.45 10.70 25.97 5.20
Furniture and household 5.38 11.33 14.14 17.53 3.45
Nonmetallic mineral 2.60 17.10 5.85 13.25 2.74
Transportation equipment 1.62 0.98 0.57 4.26 2.34
Miscellaneous products 0.65 4.95 4.57 6.51 4.60

Note: Monthly data for the period from January 1947 to January 2000.
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R is a diagonal matrix. This is an implication of the assump-

tion that the idiosyncratic factors are orthogonal to

each other. In other words, they are uncorrelated to each

other at all lags and leads. It is also assumed that they are

uncorrelated with the common factor(s), and that the

common factors themselves are orthogonal to each other.

The state transition equation for the state-space model

can be written as follows:

St ¼ FSt�1 þ Vt ð7Þ

where

F ¼
�1 � � � � � � �p

Imð p�1Þxmð p�1Þ 0mð p�1Þxm

� �

where

�l ¼

’1l

..

.

0

� � �

. .
.

� � �

0

..

.

’ml

0
BBB@

1
CCCA for l ¼ 1, 2, . . . ,p

Vt ¼ ð�1t, . . .�mt, 0mðp�1ÞX1Þ
0

Q¼ EðVtV
0
tÞ ¼

��1

. .
.

0 01xmðp�1Þ

0 ��m 01xmðp�1Þ

0mðp�1Þx1 � � � 0mðp�1Þx1 0mðp�1Þxmðp�1Þ

0
BBBBB@

1
CCCCCA

We impose additional identifying restrictions: ��k¼ 1
where k¼ 1, 2, . . . ,m.

IV. EMPIRICAL RESULTS

For the estimation of the model, monthly data on the PPI
are used for 15 commodity groups for a period from 1950:1
to 2000:1, a subsample of the data set that has already been
discussed in Section II. First log differences of prices are
taken to be the dependent variables4 in the observa-
tion equations. The data are de-meaned so that one does
not have to estimate the intercept terms in the observation
equations.

First, one has to decide how many aggregate common
factors to include in the model and what lags to choose for
the aggregate and sector-specific factors. Several specifica-
tions are estimated of the model with different numbers of
common factors and with various lags. Using information
criteria, it is found that for each specification with a differ-
ent number of common factors, the appropriate lags are
two.5 That is, p¼ 2 and q¼ 2. It may be noted that Bryan
and Cecchetti (1993) use this specification of lag lengths for
their estimation of dynamic common factor model of price
changes. However, deciding the number of common factors
is more difficult. As can be seen from Panel A of Table 3, as
the number of common factors increases the values of AIC
get smaller indicating that more than one aggregate com-
mon factor give better fit of the model. Schwarz Criterion
(SC), on the other hand, indicates that the two-factor
model is the best because it has the smallest value of SC.

4 In order to verify stationarity of these log-differenced price series, an Augmented Dickey–Fuller test is conducted for each of them
separately. For each series, the null hypothesis of a unit root is rejected at 1% significance level. Since monthly data are used, in the test
equation the augmented terms are included with a maximum lag of 12 and then based on the information criteria the appropriate lag
lengths are selected. There is no uniformity of the lag lengths and they also vary according to whether Akaike Information Criterion
(AIC) or Schwarz Criterion (SC) are used. The interested reader can obtain detailed test results from the author.
5 For example, for the baseline model with p¼ 1 and q¼ 1, AIC¼ 27.99; for p¼ 1 and q¼ 2, AIC¼ 36.38; for p¼ 2 and q¼ 1, AIC¼ 1.25;
for p¼ 2 and q¼ 2, AIC¼ 1.03; for p¼ 3 and q¼ 2, AIC¼ 6.64; and for p¼ 3 and q¼ 3, AIC¼ 5.34.

Table 3. Test statistics for selecting the number of common factor

Model Value of log-likelihood function AIC SC

Panel A: Goodness-of-fit statistics – AIC and SC
One-factor Model �246.89 1.03 1.49
Two-factor Model 32.21 0.33 0.76
Three-factor Model 70.65 0.09 0.82
Four-factor Model 99.75 0.06 0.91
Five-factor Model 131.08 0.01 1.00

Null Hypothesis Estimated test statistics Degrees of freedom 5% Critical value

Panel B: Sequential likelihood ratio tests
One-factor vs. Two-factor 558.2 18 28.87
Two-factor vs. Three-factor 76.88 18 28.87
Three-factor vs. Four-factor 58.2 18 28.87
Four-factor vs. Five-factor 62.7 18 28.87

Relative importance of sectoral and aggregate sources of price changes 1785



A sequential likelihood ratio test procedure is also used to
examine the statistical significance of the additional com-
mon factors.6 The results are reported in panel B of Table
3. The test results suggest that additional factors are sta-
tistically significant. However, the parameter estimates are
not reported for models with more than two factors
because the additional common factors have limited effects
on individual price changes in the sense that they have
relatively larger effects on the prices of a few commodity
groups and have negligible effects on the prices of others.
Thus they do not have the true character of an aggregate
factor. We would call the one factor model the baseline
model.

The parameters of the models are first estimated by
using the EM algorithm7 and these parameter estimates
are taken as the initial values for the maximum likelihood
estimation8 of the model. The EM algorithm iterates back
and forth between the estimation step that constructs data
on the unobserved state variables conditional on observed
data and some specified initial values for the parameters
using the Kalman filter and smoother, and the maximiza-
tion step that calculates the maximum likelihood esti-
mates of the parameters conditional on the observed
and constructed data, until convergence of the parameter
estimates (with a parameter tolerance of 0.001) is achieved.
The recursion for the Kalman filter begins with the uncon-
ditional mean of the state vector, i.e. a vector of 0s in
this case. For the model with one common factor, 63
parameters are estimated whereas for the model with two
common factors, a total of 81 parameters are estimated.

Parameter estimates

Table 4 presents estimates of the autoregressive parameters
of the state transition equation for the two models. The
estimated AR coefficients for the baseline model indicate
that innovations in this factor are highly persistent and
have relatively larger and statistically significant effects at
the first lag. For the two-factor model innovations in the
second common factor are not persistent and the estimated
AR coefficients are not statistically significant.

In Table 5, we present the estimates of the parameters
of the observation equations. Panel A presents the results
for the baseline model while in panel B we present the
estimates for the two-factor model. For both models,
estimated �s suggest that price changes are fairly persistent
for ‘textile products and apparel’, ‘hides, skins, leather and
related products’, ‘fuels and related products and power’,
‘chemicals and allied products’, ‘rubber and plastic

products’, ‘lumber and wood products’, ‘metals and
metal products’, ‘machinery and equipment’ and ‘non-
metallic mineral products’.

The contemporaneous effects of the common factor on
price changes in the baseline model, and of the first factor
in the two-factor model – represented by � is and � i1s
respectively – are statistically significant for 13 commodity
groups at least at the 5% significance level. It is interesting
to note that in the two-factor model the second common
factor has large and statistically significant contempora-
neous effects on changes in prices of ‘farm products’ and
‘processed foods and feeds’ only. It has negligible effects on
the changes in prices of other products. The estimated var-
iances of the error terms in the observation equations are
reported in the last column of Table 5. In the one-factor
model, prices of farm products, processed food, fuel, and
lumber and wood products exhibit relatively high volatility.
A comparison between the variance estimates for the two
models indicate that the second common factor captures
some of the volatility in price changes for farm products
and processed food.

It is difficult to make conclusive comments on the basis
of the parameter estimates of the model. Therefore, the
contributions of the common factor(s) are plotted to
price changes for all 15 different commodities against
actual price changes (see Fig. 1 and Fig. 2). The contribu-
tions of the common factor(s) to the values of the observa-
tion variables are estimated by Yconc¼HSt|T where St|T is
the smoothed estimate of the state vector obtained from the
models. The following observations can be made.

(i) In the one factor model, the aggregate factor con-
tributes little to the movements of price changes for
‘farm products’, ‘processed foods and feeds’, ‘tex-
tile products and apparel’, ‘hides, skins, leather and
related products’, ‘fuels and related products and

6 Singleton (1980) uses a sequential chi-squared test procedure to determine the number of common factor. Norrbin and Schlagenhauf
(1990), on the other hand, use likelihood ratio test to examine the importance of different sets of factors.
7 See Engle and Watson (1983).
8We use multidimentional unconstrained minimization algorithm (Nelder-Mead) for ML estimation.

Table 4. Parameter estimates: the state equation

AR coefficients One-factor model Two factor model

’11 0.90*** 0.93***
(0.18) (0.21)

’12 0.03 0.003
(0.17) (0.20)

’21 0.012
(0.13)

’22 0.007
(0.09)

Notes: Standard errors (computed numerically) are in parenth-
eses. *** denotes significance at the 1% level.
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Table 5. Parameter estimates: the observation equations

Commodity groups �i1 �i2 �I �"i

Panel A: Results from the baseline one-factor model
Farm products 0.084 0.001 0.089 4.696***

(0.078) (0.060) (0.068) (0.762)
Processed foods and feeds 0.067 �0.035 0.113** 1.261***

(0.089) (0.123) (0.047) (0.259)
Textile products and apparel 0.106 0.608*** 0.097*** 0.089***

(0.066) (0.065) (0.026) (0.011)
Hides, skins, leather, and related products 0.176*** 0.324*** 0.117*** 0.988***

(0.050) (0.071) (0.042) (0.126)
Fuels and related products and power �0.049 0.432*** 0.218*** 2.820***

(0.080) (0.074) (0.052) (0.429)
Chemicals and allied products 0.224*** 0.229*** 0.226*** 0.172***

(0.057) (0.064) (0.046) (0.020)
Rubber and plastic products 0.172** 0.288*** 0.189*** 0.473***

(0.079) (0.105) (0.053) (0.098)
Lumber and wood products �0.087 0.518*** 0.049 1.339***

(0.053) (0.055) (0.045) (0.136)
Pulp, paper, and allied products 0.037 0.185* 0.182*** 0.194***

(0.083) (0.100) (0.040) (0.032)
Metals and metal products 0.080 0.359*** 0.164*** 0.226***

(0.060) (0.057) (0.037) (0.024)
Machinery and equipment 0.285*** 0.166** 0.138*** 0.041***

(0.080) (0.082) (0.026) (0.007)
Furniture and household durables 0.036 0.025 0.102*** 0.040***

(0.071) (0.085) (0.019) (0.006)
Nonmetallic mineral products 0.146** 0.148** 0.115*** 0.112***

(0.062) (0.066) (0.021) (0.014)
Transportation equipment 0.076 �0.088 0.077*** 0.331***

(0.048) (0.074) (0.016) (0.051)
Miscellaneous products �0.022 0.101 0.112*** 0.524***

(0.070) (0.121) (0.033) (0.129)

Commodity groups �i1 �i2 �i1 � i2 �"I

Panel B: Results from two-common-factor model
Farm products 0.027 �0.038 0.061 1.687*** 1.888***

(0.049) (0.042) (0.070) (0.232) (0.173)
Processed foods and feeds �0.746*** �0.799*** 0.104** 1.081*** 0.018

(0.189) (0.167) (0.048) (0.123) (0.022)
Textile products and apparel 0.105 0.612*** 0.103*** 0.009 0.089***

(0.068) (0.066) (0.036) (0.019) (0.011)
Hides, skins, leather, and related products 0.176*** 0.326*** 0.122*** 0.050 0.989***

(0.050) (0.071) (0.047) (0.041) (0.126)
Fuels and related products and power �0.051 0.431*** 0.244*** �0.055 2.808***

(0.080) (0.074) (0.048) (0.054) (0.430)
Chemicals and allied products 0.221*** 0.231*** 0.245*** 0.055 0.171***

(0.054) (0.063) (0.049) (0.036) (0.019)
Rubber and plastic products 0.172** 0.292*** 0.206*** �0.015 0.473***

(0.081) (0.107) (0.071) (0.037) (0.097)
Lumber and wood products �0.088** 0.520*** 0.046 0.068 1.336***

(0.052) (0.054) (0.052) (0.063) (0.134)
Pulp, paper, and allied products 0.040 0.199** 0.195*** 0.048 0.195***

(0.079) (0.097) (0.049) (0.040) (0.032)
Metals and metal products 0.081 0.361*** 0.178*** 0.020 0.226***

(0.060) (0.056) (0.033) (0.032) (0.024)
Machinery and equipment 0.279*** 0.159* 0.150*** 0.014 0.041***

(0.080) (0.083) (0.031) (0.015) (0.007)
Furniture and household durables 0.035 0.020 0.110*** 0.014 0.040***

(0.072) (0.087) (0.024) (0.015) (0.006)
Nonmetallic mineral products 0.137** 0.137** 0.126*** �0.009 0.111***

(0.063) (0.068) (0.022) (0.023) (0.014)
Transportation equipment 0.080* �0.088 0.083*** 0.034 0.330***

(0.047) (0.074) (0.017) (0.027) (0.051)
Miscellaneous products �0.025 0.100 0.122*** �0.010 0.523***

(0.070) (0.121) (0.037) (0.032) (0.129)

Notes: Standard errors (computed numerically) are in parentheses. *** denotes significance at the 1 % level; ** denotes significance at the 5% level and
* denotes significance at the 10% level.
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power’, ‘lumber and wood products’, ‘transporta-

tion equipment’ and ‘miscellaneous products’.

Note that except the last two commodity groups,

these are nondurable goods.

(ii) As one can see from the figures, the aggregate fac-

tor seems to have important contributions to the

movements of changes in prices of ‘chemicals and

allied products’, ‘pulp, paper and related products’,

‘nonmetallic mineral products’ ‘machinery and

equipment’ and ‘furniture and household durable

goods’. Note that the first three commodity groups

are mostly used as intermediate goods. On the

other hand, ‘machinery and equipment’ is an

important capital goods category.9

(iii) Once the second common factor is introduced, the

most striking change in the results is that now the

9On the basis of the BLS classification scheme it is not possible to categorize a commodity group as entirely belonging to intermediate or
capital goods category.
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movements in the common factors reflect most of

the behaviour of price changes for ‘farm products’

and ‘processed foods and feeds’. Thus the second

common factor is more like a specific factor, only

with effects in more than one sector.

Relative importance of sectoral and aggregate factors

This subsection assesses relative importance of the sectoral

and aggregate factors in the determination of changes in

individual prices from a dynamic point of view. A method-

ology10 is adopted that provides one with decomposition of
forecast error variances at various time horizons. A moving
average representation of the state space model (Equations
6 and 7) is first derived. This representation facilitates
decomposition of forecast error variances into a component
that emanates from variability in the aggregate factor(s) and
one that results from variability in the sectoral factors.
Equations 6 and 7 can be written as follows:11

ðI � AðLÞÞYt ¼ HSt þWt ð8Þ

ðI � FLÞSt ¼ Vt ð9Þ

10 A similar methodology is used by Norrbin and Schlagenhauf (1990).
11 Since demeaned values of Y variables are used to estimate the model, one can ignore the intercept terms in the observation equation.
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Note that A(L) is a lag polynomial matrix and

AðLÞ ¼ A1Lþ A2L
2

where

Ak ¼

�1k � � � 0

..

. . .
. ..

.

0 � � � �nk

0
B@

1
CA, k ¼ 1, 2

Algebraic manipulation and substitution yield:

Yt ¼ ðI � A1L� A2L
2
Þ
�1HðI � FLÞ�1Vt

þ ðI � A1L� A2L
2
Þ
�1Wt

¼
X1
i¼0

FiL
i

 !
H I þ

X1
i¼1

F iLi

 !
Vt þ

X1
i¼0

FiL
i

 !
Wt ð10Þ
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where

F0 ¼ I where I is an n� n identity matrix

F1 ¼ A1F0

Fi ¼ A1Fi�1 þ A2Fi�2, i ¼ 2, 3, . . .

The moving average representation of Yt is

Yt ¼ Y0Vt þY1Vt�1 þY2Vt�2 þY3Vt�3 þ � � �

Wt þ F1Wt�1 þ F2Wt�2 þ F3Wt�3 þ � � � ð11Þ

where

Y0 ¼ F0H,

Yj ¼ FjH þYj�1F , j ¼ 1, 2, 3, . . .

This representation can now be used to derive a meaningful
decomposition of the variance of price changes by calcu-
lating the variance of the forecast error at various time
horizons. Let us specify the set of information available
at time t as follows:

Ot � fWt,Wt�1, . . . ,Vt,Vt�1, . . .g,

Then the variance of k-period-ahead forecast error of price
changes can be written as:

varðYtþkjOtÞ � Ef½Ytþk � EðYtþkjOtÞ� ½Ytþk � EðYtþkjOtÞ�
0
g

¼ Y0QY0
0 þ � � � þYkQY0

k þ Rþ F1RF
0
1 þ � � �

þ FkRF
0
k ð12Þ
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Because of the assumptions of orthogonality between
common and idiosyncratic factors and of Wt and Vt

being white noise, all the covariance terms disappear.
It is clear from Equation 12 that the variances of fore-
cast error of price changes can be decomposed into two
components: the first component originates in the com-
mon factor(s) and the second arises from the sectoral or
idiosyncratic factor.

Table 6 presents variance decompositions for 15 different
prices at horizons 0, 1 year and 5 years. From these results
one can draw the following conclusions. First, at shorter
forecast horizons, aggregate factor(s) accounts for only a
small part of the variability of price changes for different
goods, though the magnitudes vary. However, they gain
importance at longer horizons. Second, aggregate factors
account for more than 10% of variability in the price
changes for chemicals, pulp and paper products, metals
and metal products, machinery and equipment, furniture
and household durable, and nonmetallic mineral products
at horizon 0. Finally, in the two-factor model, the second
aggregate factor explains a large part of the variances
of changes in prices of farm products and processed
food. For other commodity groups its contributions are
negligible.

V. ARE SECTOR-SPECIFIC FACTORS
IMPORTANT FOR AGGREGATE
INFLATION?

This section, first defines aggregate (demeaned) inflation in
period t as10

Pt ¼ CYt ð13Þ

where C is a 1� 15 vector of weights as calculated by BLS
on the basis of 1992 values of shipments of commodities.
The variance of aggregate inflation is given by

varðPÞ ¼ CvarðY ÞC0
ð14Þ

Equation 12 can now be used to obtain forecast error
variance decomposition for aggregate inflation at various
time horizons.

Two exercises are carried out. First, variance decompo-
sition is calculated for a measure of aggregate inflation that
includes all 15 commodity groups. Then ‘farm products’,
‘processed foods and feeds’ and ‘fuels and related products’
are excluded. Food and energy sectors are often blamed for
high volatility of aggregate inflation. In this exercise, we
want to examine how the relative importance of aggregate

factors vis-à-vis idiosyncratic factors changes when the
variances of these volatile sectors are excluded from the
measurement of the forecast-error variances of aggregate
inflation. The weights for these three commodity groups
are set equal to 0 and the weights for other commodity
groups re-scaled. Panel A and Panel B of Table 7 present
forecast-error variance decompositions at the following
time horizons: 0–12 months and 2, 3, 4 and 5 years for
these two experiments respectively. As can be seen from
Panel A, in the baseline model, sectoral factors account
for most of the variances at all horizons whereas in the
two-factor model, they account for at least about half of
the variances. The contribution of aggregate factor(s)
increases over time. With one common factor, the contri-
bution rises from a mere 2.59% in period 0 to about 25%
in year 5. With two common factors, on the other
hand, about 22% of the variance can be attributed to
the aggregate factors in period 0 and it increases to about
50% in year 5. Note that most increases occur in the first
year.

When food and energy are excluded the contribution of
the common factor increases from about 10% in period 0
to 61% in year 5 for the one-factor model. On the other
hand, for the two-factor model the contribution increases
from about 12% in period 0 to about 62% in year 5. The
contributions of the aggregate factor in the baseline model
and the combined contributions of the aggregate factors in
the two factor model are almost the same at all horizons.
The result of this exercise reinforces the earlier conclusion
that the second common factor does not have the true
character of an aggregate factor. It also illustrates the
importance of changes in relative prices of food and
energy as the supply shocks responsible for high and
extremely volatile inflationary episodes such as those
of the 1970s.

VI. EXPLORING THE ECONOMICS BEHIND
THE ESTIMATED COMMON FACTORS

The aggregate common factors that are estimated in
these models do not have any a priori interpretation. This
section will examine if the estimated common factors mimic
the behaviour of some of the traditional candidates of
aggregate factors, such as changes in money stock, unem-
ployment and government expenditures.

In order to verify if the estimated common
factor(s) reflects changes in the money stock, which has

10Note that this is not how aggregate inflation is calculated. An aggregate index is constructed by applying these weights to individual
commodity prices (at levels and not at log differences). Then%age changes are calculated. However, since we calculate aggregate inflation
from the real data using the same definition as from the estimated commodity price changes it makes actual and estimated aggregate
inflation comparable. Also see Bryan and Cecchetti (1993).
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Table 6. Forecast-error variance decompositions of price changes

One-common-factor model Two-common-factor model

Percentage
contribution of
aggregate factor

Percentage
contribution of
sectoral factors

Percentage
contribution of
aggregate factor Percentage

contribution of
sectoral factorsCommodity groups Factor 1 Factor 2

Panel A: Period 0 forecast-error variance decompositions
Farm products 0.17 99.83 0.08 60.08 39.85
Processed foods and feeds 1.00 99.00 0.89 97.56 1.54
Textile products and apparel 9.57 90.43 10.70 0.09 89.21
Hides, skins, leather, and related products 1.36 98.64 1.48 0.24 98.28
Fuels and related products and power 1.65 98.35 2.07 0.11 97.82
Chemicals and allied products 22.92 77.08 25.63 1.28 73.09
Rubber and plastic products 7.01 92.99 8.21 0.04 91.75
Lumber and wood products 0.18 99.82 0.16 0.34 99.50
Pulp, paper, and allied products 14.51 85.49 16.17 0.98 82.85
Metals and metal products 10.59 89.41 12.21 0.15 87.64
Machinery and equipment 31.86 68.14 35.43 0.32 64.25
Furniture and household durables 20.58 79.42 23.19 0.39 76.42
Nonmetallic mineral products 10.47 89.53 12.59 0.06 87.35
Transportation equipment 1.74 98.26 2.04 0.34 97.62
Miscellaneous products 2.32 97.68 2.75 0.02 97.23

Panel B: 1 year ahead forecast error variance decompositions
Farm products 1.00 99.00 0.46 59.83 39.71
Processed foods and feeds 5.35 94.65 1.25 97.07 1.68
Textile products and apparel 65.40 34.60 69.49 0.03 30.48
Hides, skins, leather, and related products 13.07 86.93 14.79 0.20 85.01
Fuels and related products and power 16.03 83.97 20.19 0.09 79.72
Chemicals and allied products 72.76 27.24 76.69 0.37 22.94
Rubber and plastic products 43.29 56.71 49.10 0.02 50.88
Lumber and wood products 2.12 97.88 2.00 0.33 97.67
Pulp, paper, and allied products 58.09 41.91 63.00 0.43 36.57
Metals and metal products 57.13 42.87 62.43 0.06 37.51
Machinery and equipment 78.38 21.62 81.61 0.08 18.31
Furniture and household durables 61.78 38.22 66.35 0.17 33.48
Nonmetallic mineral products 47.40 52.60 53.47 0.03 46.50
Transportation equipment 8.29 91.71 10.10 0.31 89.59
Miscellaneous products 14.29 85.71 17.31 0.01 82.68

Panel C: 5 year ahead forecast-error variance decompositions
Farm products 1.18 98.82 0.54 59.78 39.68
Processed foods and feeds 6.25 93.75 1.36 96.99 1.65
Textile products and apparel 75.59 24.41 79.03 0.02 20.95
Hides, skins, leather, and related products 16.24 83.76 18.34 0.19 81.47
Fuels and related products and power 19.67 80.33 24.51 0.08 75.41
Chemicals and allied products 76.97 23.03 80.49 0.31 19.20
Rubber and plastic products 49.19 50.81 55.11 0.02 44.87
Lumber and wood products 2.76 97.24 2.62 0.33 97.05
Pulp, paper, and allied products 62.77 37.23 67.53 0.38 32.09
Metals and metal products 63.06 36.94 68.09 0.05 31.86
Machinery and equipment 81.72 18.28 84.54 0.07 15.39
Furniture and household durables 65.76 34.24 70.11 0.15 29.74
Nonmetallic mineral products 52.24 47.76 58.22 0.03 41.75
Transportation equipment 9.59 90.41 11.66 0.30 88.04
Miscellaneous products 16.65 83.35 20.08 0.01 79.91
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traditionally been described as the most important

aggregate factor that causes price changes, the correlation

coefficients are calculated between the estimated common

factor(s) and changes in M1, M2, M311 and the monetary

base (MB). Note that monthly data on M1, M2 and M3 are

obtained for a period from January 1959 to January 2000

from the Federal Reserve Bulletin and monthly data on

MB for the same period are obtained from the Monetary

trends published by the Federal Reserve Bank of St. Louis.

These coefficients are reported in Table 8. The common

factor estimated from the one-factor model, has statisti-

cally significant correlations with changes in M1, in M3

and in MB. Similarly, the first common factor estimated

from the two-factor model has statistically significant

correlations only with changes in M3 and in MB.

Now we examine if any of the estimated common factors

reflects changes in unemployment. Changes in unemploy-

ment affects price changes through the Phillips curve

relationship that implies a short-run tradeoff between

unemployment and inflation. When the unemployment

rate increases it implies a decline in aggregate demand.

That is, the demand for commodities decreases. When

demand decreases, both price and output decrease in the

short run. Monthly data on the unemployment rate from

11 It is well known that all these three broad measures of the money stock have a significant endogenous component, and the extent to
which any of them reflects changes in exogenous monetary policy is controversial. Therefore, we use MB as an alternative measure.

Table 7. Forecast-error variance decompositions of aggregate price changes at various time horizons

One-common-factor model Two-common-factor model

Percentage
contribution of
aggregate factor

Percentage
contribution of
sectoral factors

Percentage
contribution of
aggregate factor Percentage

contribution
of sectoral factorsMonths ahead Factor 1 factor 2

Panel A: All commodity groups
0 2.59 97.41 3.07 18.90 78.03
1 4.56 95.44 5.55 18.33 76.12
2 6.75 93.25 7.64 21.58 70.78
3 8.94 91.06 9.82 23.73 66.45
4 11.01 88.99 12.13 22.96 64.91
5 12.85 87.15 13.65 25.11 61.24
6 14.50 85.50 15.30 25.11 59.59
7 15.91 84.09 16.71 25.12 58.17
8 17.14 82.86 17.71 25.93 56.36
9 18.18 81.82 18.77 25.66 55.57
10 19.09 80.91 19.61 25.78 54.61
11 19.86 80.14 20.26 26.03 53.71
12 20.52 79.48 20.94 25.80 53.26
24 23.93 76.07 24.13 25.58 50.29
36 24.53 75.47 24.72 25.43 49.85
48 24.63 75.37 24.82 25.40 49.78
60 24.65 75.35 24.84 25.39 49.77

Panel B: Excluding food and energy
0 10.15 89.85 11.64 0.49 87.87
1 16.74 83.26 19.47 0.44 80.09
2 23.39 76.61 27.01 0.39 72.60
3 29.08 70.92 33.35 0.36 66.29
4 33.78 66.22 38.45 0.33 61.22
5 37.61 62.39 42.54 0.31 57.15
6 40.71 59.29 45.79 0.29 53.92
7 43.23 56.77 48.40 0.28 51.32
8 45.29 54.71 50.51 0.26 49.23
9 46.99 53.01 52.23 0.25 47.52
10 48.39 51.61 53.65 0.25 46.10
11 49.56 50.44 54.82 0.24 44.94
12 50.54 49.46 55.79 0.24 43.97
24 55.27 44.73 60.46 0.21 39.33
36 56.05 43.95 61.22 0.21 38.57
48 56.19 43.81 61.36 0.21 38.43
60 60.70 39.30 61.38 0.21 38.41
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the Bureau of Labor Statistics are obtained for the period
from January 1959 to January 2000 and calculate the
correlation coefficients between changes in the unemploy-
ment rate and the estimated common factors for the same
sample period. It is found that the correlations with the
estimated common factor of the one-factor model and
the first common factor of the two-factor model are statis-
tically significant at the 1% level.

A change in government purchases could be another
aggregate factor that drives price changes. Do the esti-
mated common factors reflect changes in government
purchases? Monthly data12 are obtained on aggregate gov-
ernment purchases for the sample period from January
1959 to January 2000 from the Bureau of Economic
Analysis, first differences are taken of their logarithmic
values and their correlations calculated with the estimated
common factors for the same sample period. The correla-
tion coefficients are negative. Only the correlation with the
second factor in the two-factor model is statistically signif-
icant at 5% level. Since for most commodity groups, gov-
ernment purchases constitute only a small fraction of the
final demand, changes in them must have negligible impact
on the prices of their products.

VII. SUMMARY

This paper estimates a dynamic common factor model of
price changes to assess relative importance of the sectoral
and aggregate factors in the determination of price
changes. In the baseline specification with one common

factor, the aggregate factor contributes little to the move-
ments of price changes mostly for nondurable goods
whereas it seems to have important contributions to the
movements of changes in prices of commodity groups
mainly used as intermediate or capital goods. In the speci-
fication with two common factors, although the inclusion
of the second factor is statistically significant, it is impor-
tant for changes in prices of ‘farm products’ and ‘processed
foods and feeds’ only. Forecast error variance decomposi-
tions of both aggregate and disaggregate price changes
illustrate that the contributions of aggregate factors to
the variance of price changes increase over time. The
results of the paper also indicate that sector-specific factors
not only drive relative price changes but also have signifi-
cant impact on aggregate inflation. Evidence suggests that
the estimated common factors reflect money growth or
changes in the unemployment rate to some extent.
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